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Abstract 

Optical Character Recognition (OCR) plays a vital role in digitising and enabling access to 
historical records in digital libraries. Yet, OCR technologies frequently face challenges when 
interpreting and categorising intricate document structures, particularly in historical materials 
with varied layouts and languages. This initial study tackles the issue by proposing the creation 
of a rich, publicly available dataset of Arabic title pages, leveraging advanced Vision Language 
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Models (VLMs) alongside OCR techniques. By extracting the first pages of each document in 
high resolution, our focus was on accurately identifying frontispieces and separating them from 
the main body of the text to enhance metadata accuracy and document discoveries within digital 
repositories. The Qwen-2vl-72B model was employed to determine whether each page is a 
frontispiece or non-frontispiece through a custom-designed prompt. Detected frontispieces will 
be processed with Google Vision AI to generate Ground Truth data, later reviewed by linguistic 
specialists before finalising the dataset. Future plans include training open source models like 
Kraken OCR to assess dataset utility. This novel strategy addresses current dataset gaps while 
boosting digital archive performance, including in projects like Digital Maktaba. 

Keywords: Arabic OCR, Datasets, Title pages, Digital Libraries, Religious Archives 

Il riconoscimento ottico dei caratteri (OCR) svolge un ruolo fondamentale nella digitalizzazione e 
nell'accesso ai documenti storici nelle biblioteche digitali. Tuttavia, le tecnologie OCR spesso 
incontrano difficoltà nell'interpretare e categorizzare le intricate strutture dei documenti, in 
particolare nei materiali storici con layout e lingue diverse. Questo studio iniziale affronta il problema 
proponendo la creazione di un ricco set di dati di pagine di titoli arabi disponibili al pubblico, 
sfruttando modelli linguistici di visione (VLM) avanzati insieme alle tecniche OCR. Estraendo le 
prime pagine di ogni documento in alta risoluzione, ci siamo concentrati sull'identificazione accurata 
dei frontespizi e sulla loro separazione dal testo principale per migliorare l'accuratezza dei metadati e 
la scoperta dei documenti negli archivi digitali. Il modello Qwen-2vl-72B è stato utilizzato per 
determinare se ogni pagina è un “frontespizio” o un “non frontespizio” attraverso un prompt 
personalizzato. I frontespizi rilevati saranno elaborati con l'intelligenza artificiale di Google Vision 
per generare i dati di Ground Truth, successivamente esaminati da specialisti linguistici prima di 
finalizzare il set di dati. I piani futuri prevedono l'addestramento di modelli open source come Kraken 
OCR per valutare l'utilità del set di dati. Questa nuova strategia affronta le attuali lacune del set di 
dati e aumenta le prestazioni degli archivi digitali, anche in progetti come Digital Maktaba. 

Parole chiave: OCR alfabeto arabo , Dataset, Frontespizi, Biblioteche Digitali, Archivi Religiosi 

Introduction 

Digital libraries are those “conversations,” or conversational spaces,1 where a field like Digital 
Humanities (henceforth DH) finds its point of contact between technology and humanities in 
general. This is mainly because traditional libraries have been the closest Humanities field to 
informatics and technology, as remarked by Petrucciani in the preface to Verso nuovi principi e 

 
1 This defintion is provided by The Nuovo manifesto per le biblioteche digitali, inspired by the first 
Manifesto per le biblioteche digitali of the Association of Italian Librarians [5]. Its aim is to set the 
principles, models, and functions of digital libraries extending the previous Manifesto from 30 to 33 
theses. The first principle is “Le biblioteche digitali sono conversazioni” (digital Libraries are 
conversations), where we read: “Non biblioteca digitale, ma biblioteche digitali, non un sistema, una 
grande narrazione sistematica, ma tante conversazioni tenute insieme da un linguaggio comune, da 
una struttura comunicativa basata sull’assunzione di impegni fra comunità diverse per pubblici 
diversi.” (“Not digital library, but digital libraries, not a system, a great systematic narrative, but 
many conversations held together by a common language, by a communicative structure based on 
commitments between different communities for different audiences”) [57].  
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nuovi codici di catalogazione ([58], 11): “The development of new information and 
communication media, new technological tools and new opportunities for reading and study has 
always accompanied that of libraries.”2 The same concept has been pointed out by Anderson 
([18], 8) as a natural connection between computer science, information science, and library 
science with striking analogies that, once identified, have enabled (or should enable) the 
transition from managing cataloguing workflows to collaborative efforts in developing innovative 
tools within the DH. What expressed by Petrucciani and Anderson follows the same direction 
of what Burdick et al. [29] defined as the transformative and balanced approach between the 
critical-interpretive approach typical of the Humanities and an “empirical” [60] or “operational” 
one [32]. Librarians’ deep understanding of metadata and information organisation principles 
becomes essential in designing robust digital systems. Several projects showed how effective this 
combination of expertise could be in creating sophisticated text analysis tools and digital 
platforms enabling cross-cultural digital heritage preservation and access. Those collaborations 
opened new research paradigms where the theoretical foundations of librarianship actively shape 
the development of digital tools, while computational methods enhance and expand traditional 
library practices.3 Moreover, librarians,  having a long tradition of exchange knowledge with 
informatics, could contribute significantly in reconsidering libraries as rich datasets to develop 
heterogeneous DH projects involving Machine Learning and AI techniques as part of the data 
librarianship field [86] and as proper metadata librarians [109], as well as contributing to the 
pedagogical role of the library in the digital age ([1], 111).4  

An interesting starting point are those libraries and archives dealing with historical and religious 
materials, since religious studies methodology is inherently cross-disciplinary ([47], 147-148), 
representing, at the same time, a rich multi-linguistic, multi-alphabetic, and multi-confessional 

 
2 Authors' translation. 
3 We cite here just few examples, such as The Perseus Digital Library Project, which begun in 1985 
and was focused on digitising and making accessible materials related to Greco-Roman literature, 
history, and culture from. This project maintains an open-source infrastructure and became an 
experimental platform for methodologies and a functional online repository of classical texts and 
resources, see http://www.perseus.tufts.edu/hopper/. Another example is the Europeana project, the 
European Union’s digital platform for cultural heritage, launched in 2008. It serves as a vast online 
portal providing access to millions of digitised items including artworks, artifacts, books, 
photographs, music, maps, and archival materials from thousands of European museums, libraries, 
archives, and cultural institutions. The platform enables cross-border and multilingual search 
capabilities, promoting European cultural heritage while making it freely accessible for education, 
research, and creative purposes, see https://www.europeana.eu/it/about-us.  
4 The pedagogical aspect, while not the primary focus of this paper, is indeed important in avoiding 
what the same Adams recalls as “buttonology” from the definition given by Russel and Hensley 
[102]. The buttonology approach could be seen as the manualistic teaching (or learning in some 
cases) of a software or a tool or an interface, which is not the inherent goal of the DH research since 
it overshadows the critical space, ultimately preventing the possible comprehension of the 
Humanistic data in their more profound sense by only training the Humanists on how to perform 
certain tasks, without instructing them on the implications of the use of some software on their 
research questions. 

http://www.perseus.tufts.edu/hopper/
https://www.europeana.eu/it/about-us
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dataset, making them an ideal testing ground for digital innovation ([18];[1]). For this reason, 
the study presented here has started from considerations on the extensive digital book collection 
of the Giorgio La Pira library in Palermo, part of the Fondazione per le scienze religiose 
(FSCIRE), dedicated to Islamic history and doctrines.5 This collection forms the core dataset of 
the Digital Maktaba (henceforth DM)6 project, which aims to develop methodologies for 
cataloguing and managing multilingual texts, enhancing librarians work, and facilitating access 
to historical-linguistic-religious knowledge. DM seeks to support the cataloguing of wide digital 
repositories in non-Latin scripts and provide scholars with advanced retrieval tools, while 
addressing historical-cultural considerations ([27];[83];[26];[82];[116];[122]). More 
specifically, DM is dedicated to crafting a digital library that can analyse and extract information 
from multi-lingual documents, particularly from Arabic scripts (Arabic, Persian and Azerbaijani), 
offering a state-of-the-art cataloguing methodology designed specifically for those libraries that 
need to manage multi-lingual and multi-alphabetic cultural resources, ultimately promoting 
inclusive library practices.  

The general aim of DM and the multi-lingual and alphabetic nature of the data at disposal of 
DM inevitably crosses its path also with the growing demand for accessible and searchable digital 
texts. Optical Character Recognition (OCR) technology, which converts various document 
formats into editable and searchable data, became essential in this transformation. This 
technology is crucial for digital archiving, information retrieval, and data analysis satisfying the 
criterion of functionality over exhaustivity from an automatic processing of content perspective.7 
However, OCR technology still faces notable challenges, particularly with complex and historical 
documents. These challenges are amplified when processing Arabic script, where unique 
linguistic, typographic, and calligraphic characteristics contribute in affecting OCRs accuracy. 
When considering Arabic OCR in a cataloguing context, one of the primary barriers in OCR 
research and application is the lack of comprehensive, high-quality datasets designed for library 
usage. In comparison to other languages and scripts, existing datasets often lack the breadth and 
specificity required to address these complex features, hindering the development and 
benchmarking of advanced OCR algorithms. To provide some examples, Arabic  

or Persian script datasets focus mostly on single modern handwritten characters ([97];[90];[12]), 
full text pages of content or text lines([100];[105]), subwords [107], isolated form characters or 
single characters ([120];[104]) or specific fonts ([10];[78]). At the same time, those datasets 

 
5 https://www.fscire.it/heritage/biblioteca-la-pira.  
6 Digital Maktaba (DM) is part of the Italian Strengthening of the European Research infrastructure 
Resilinece (ITSERR) project, which was launched in November 2022 and funded by the Italian 
Ministry of Research with NextGenerationEU programmefunds. It involves the University of 
Modena and Reggio Emilia, CNR, University of Palermo, University of Turin and the University of 
Naples ”L’Orientale”. Its objective is to improve the European Research Infrastructure 
RESILIENCE in response to the demands of the scientific community in Religious Studies in terms 
of technology integration and capacity to increase innovation. 
7 Functionality and exhaustivity were sharply analysed and discussed by Buzzetti ([31]:64) as two key 
concepts in digital libraries and preservation, especially of textual data (i.e., series of encoded 
characters). Exhaustivity is related to the of reproduction of any document into a digital 
representation. Functionality is instead related to the operational side or the possible analysis and 
elaboration of the textual components (i.e., the content) as represented in the digital form.  

https://www.fscire.it/heritage/biblioteca-la-pira
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focused on historical text usually include only manuscript texts or early printed texts content 
([84];[45]) as more relevant to the Humanistic research in comparison to title pages, which, 
however, are the essential source of cataloguing information in library science. 

This limitation is especially critical for elements like frontispieces (i.e., title pages) which contain 
unique artistic, typographic, and calligraphic features that demand specialised handling. Figure 
1 shows an example of title pages.  

In developing a cataloguing tool, which is the main aim of the Digital Maktaba project, we 
present here a pipeline for the creation of a title pages dataset to effectively train an Open Source 
OCR model such as Kraken [72], through the eScriptorium VRE [113], to extract cataloguing 
metadata from Arabic printed frontispieces. The presented work also considers recent advances 
in Vision Language Models ([22];[75]) that could contribute significantly to data extraction 
from images by integrating visual, as well as textual understanding. By leveraging VLMs and a 
closed source OCR such as Google Vision AI this study addresses these challenges by developing 
an extensive, community-accessible dataset of title pages in Arabic script. We focus specifically 
on accurately classifying frontispieces and distinguishing them from the main text within the 
initial pages of each document. Additionally, we aim to generate enriched metadata for improved 
organisation and retrieval in digital libraries. Currently, we are in the process of constructing a 
dataset that captures the diverse typographic and structural challenges of Arabic texts. Our 
immediate goal is to finalise this dataset and utilise the best available OCR tools to automatically 
extract text, or portions of it, from these documents. This extracted text will then be meticulously 
reviewed and corrected by experts to create a gold-standard reference, ensuring accuracy for 
future OCR advancements. In the sections that follow, we provide background on OCR 
technology, elaborate on the unique challenges posed by Arabic script, outline our objectives and 
methodology, and discuss the preliminary workflow and the anticipated outcomes and 
implications of our study. 

Background 

Arabic script main feature with reference to calligraphic styles  

The Arabic script consists of twenty-eight graphemes and has the following marking 
characteristics: it proceeds from right to left (RtL); it is essentially consonantal as it only 
transcribes consonants and long vowels (ā, ī, ū); consonantal tension (doubling) is not indicated 
in unvoiced texts; it is cursive because twenty-two of the twenty-eight graphemes link to each 
other within the word, changing their form according to context (isolated, initial position, 
middle, final). Short vowels (a, i, u) are marked with diacritics mostly in didactic texts, partly in 
poetry and fully in the printed versions of the Qur’ān. To be more specific, the diacritical marks 
corresponding to short vowels a isَـ   (fatḥa, e.g., َل la), for u isُـ   (ḍamma, e.g., ُل lu), for i isِـ   (kasra, 
e.g., ِل li). To indicate that a given consonant is unvoiced, the symbol ْـ  (sukūn, eg.ْل l) is placed 
on the grapheme. To indicate a double consonant instead, the diacritic ّـ  (šadda, eg. ّل ll) is used. 
Those marks are considered as not part of the alphabet [43]. Arabic has regularised the use of 
matres lectionis, whereby long vowels (ā, ī, ū) are systematically written with consonantal signs 
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respectively ا (alif), ي (yā’, y) e و (wāw, w). Its consonantal system richness led to the adoption 
of diacritical dots to distinguish so-called homograph consonants (different but of the same sign 
or spelling) such as: ر r e ز z or ض ḍ e ص ṣ. Homography is one of the main issues with Arabic 
script. Particularly noteworthy in Arabic is also the preservation of nominal inflection and the 
ability to develop features intrinsic to Semitic languages like: triconsonantalism of the root, the 
presence of pharyngeals and emphatics phonemes, and internal inflection, such as the internal 
plurals [52]. From a calligraphic standpoint, the earliest Old Arabic inscription (found in the 
South Arabian script, 328 AD) changed shape, over the course of two centuries, becoming more 
akin to Syriac and “Arabic” particularly in ligatures joined in straight lines on a baseline 
([55], 21-22). 

 

Figure 1 - Example of a Frontispiece Pages Group (FPG) as intended in this study 

Even though sources on the origin of the Arabic script are varied and uncertain8, several historical 
narrative examples seem to converge on three members of the Ṭaiyy’ tribe who gathered in the 
village of Baqqa and laid the foundation of the Arabic writing (al-ḫaṭṭ) by modelling the alphabet 
on the Syriac one (qāsū al-hiǧā’ al-ʿarabiyya ʿalà al- hiǧā’ al-siryāniyya). Then, the writing was 
learned by some people of al-’Anbār (qawm min ’ahl al-’anbār) that taught it to the people of al-
Ḥīra (’ahl al-ḥīra). After that, an Arab Christian named Bišr ʿAbd al-Malik brought the writing 
learnt from al-Ḥīra to Mecca ([23], 759). The story has been reported repeatedly in different 
forms and lengths but with the same narrative by different sources such as: ([64], 4:240; 
[62], 11); who, for example, did not mention the Syriac hiǧā’; ([98], 3:12) who designated the 
three people with different roles in creating forms, ligatures, and diacritics. To resume, the 

 
8 This is true when looking at the two divergent research direction in the Arabic calligraphic studies: 
the first one locates the origins of al-ḫaṭṭ in the Himiaritc (southern Arabian) script (also called 
musnad), while the second one traces the origins of the Arabic script to Nabatean and Syriac-Aramaic 
([115],33). 
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reported narrative points out a context where pre-Islamic Arabs and Arab Christians moving 
around the two Iraqi cities of al-’Anbār and al-Ḥīra and the Ḥiǧāz region of the Arabian Peninsula 
are involved. At the same time, the script seems to be first derived from the Nabatean script and 
then calligraphically influenced by the Syriac one ([55], 27). During the 6th century, the advent 
of Islam radically transformed the evolution of the Arabic script. Verses of the Qur’ān, 
transmitted orally and memorised, began to be written on leaves (ṣuḥuf) collected subsequently 
in codices muṣḥaf (pl. maṣāḥif)9. Primitive Arabic script was defined by different sources with 
the name of ǧazm ([62], 13; [63], 372), otherwise known as ḥiǧāzī (literally “from the Ḥiǧāz 
region”)10 according to Ibn Nadīm, who reports in his Fihrist the words of Muḥammad ibn 
’Isḥaq, first is the Meccan style (al-makkī) followed by the Medinan one (al-madanī), the Baṣran 
style (al-baṣrī) and the Kūfan style (al-kūfī). The first two styles see the shape of the alif curved 
to the right and elongated upwards with a slight inclination with respect to the baseline. 
With the expansion of the Arab-Islamic empire also calligraphy evolved and transformed. At an 
earlier stage, the kufī calligraphic style (from Kufa in Iraq) distinguished itself for clarity and 
quality. Under the Umayyad dynasty, calligraphy began to differentiate. Masters like “Quṭba” 
and Hasan al-Basri invented styles such as al-ṭumār and al-ǧalīl (nowadays al-ǧālī). During the 
Abbasid period, figures like al-Ḍaḥḥāk bin ‘Aǧlān e Isḥaq bin Ḥamād became prominent for their 
craftsmanship in the al-ǧalīl style. During the same period new calligraphic styles such as al-
siǧǧilāt, al-dībāǧ, al-ṯulṯayn, al-ṭumār al-kabīr e al-‘uhūd emerged. Under al-Ma’mūn, the 
process of innovation continued resulting in the development of new styles: al-muraṣṣa‘, al-
nassāḫ, al-riyāsī, al-riqā‘ e al-ġubār. The main calligrapher of this period is considered Ibrāhīm 
al-Šaǧarī who created the ṯulṯayn (“two-thirds”) style and the ṯuluṯ (“one-third”) style, just to 
name a few.11 Ibn Muqla, Ibn al-Bawāb and Yāqūt al-Muʿtaṣimī followed him and from the 7th 
century new calligraphic styles emerged from the contacts with non-Arab Islamised peoples. This 
context gave birth to the ta‘līq style thanks to the mastery of Turkish and Persian calligraphers 
in the 8th century, consolidated and being followed by its variant nasta‘līq invented by the 
persian master Mir ‘Alī Tabrīzī and particularly popular in Central Asia ([108], 32-34). Despite 
the multitude of calligraphic styles produced, only a few are still commonly used today in 
particular publications of both classical and religious works. Among the styles employed are: kūfī, 
muḥaqqaq and rayḥānī, nasḫ, ṯuluṯ, diwānī and diwānī ǧālī, ruq‘a, ta‘līq, nasta‘līq, šekasteh.12 In 

 
9 From the root ṣ-ḥ-f , Pass. participle of the IV verb form ’uṣḥifa-yuṣḥafu: “written pieces 
of paper or of skin collected in it, or put in it between two covers” see for example muṣḥaf 
in Ġarīd al-Šayḫ . 
10 For further details on this primitive Arabic script such as the form and the presence of 
medial alif, tā’ marbūṭa, wāw, ṣād and so on, see George ([55], 32-33). 
11 For other styles see, al-Qalqašandī, Ṣubḥ al-’aʿšà, III, pp. 13-6. [98] 
12 In terms of subdivision, studies on calligraphy do not provide an unambiguous 
subdivision of the various calligraphic styles. Some scholars, for instance, consider only six 
calligraphic styles to be recognised as those of the calligraphic tradition (ṯuluṯ, muḥaqqaq, 
rayḥānī, nasḫ, tawqīʿ and ruqʿa). See for example Safadi ([106], 17) ([106], 17). Al-’Alūsī 
analysed more deeply some styles (kufī ṯuluṯ, muḥaqqaq, rayḥānī, nasḫ, ruqʿa, diwānī and 
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addition to these, there are other less common styles, such as siyāqa, sunbulī and ṭuġrā (or 
ṭuġrā’).13 
Ṣubḥī Murād identifies two additional calligraphic styles that are particularly relevant to this 
research: ḥadīṯ (“modern”) and ḥurr (“free”). The modern style originates from the kūfī script 
but adapting its traditional features to a more creative framework without always adhering to the 
graphical relationships between graphemes. The ḥurr style breaks away entirely from traditional 
constraints ([115], 445-450). Graphemes, ligatures, and diacritical marks result distorted, 
curved, fragmented, elongated, or slanted to the limits of readability.14 This approach prioritises 
aesthetic balance over textual uniformity, making it particularly suited for advertising, 
publishing, and contemporary artistic expression. Both styles have played a key role in the design 
of book covers, journal titles, and newspaper mastheads. This evolution is significant in the 
context of OCR applications in librarianship, where the artistic fluidity of the “free” style 
presents unique challenges for automatic title and author extraction. 

Arabic Optical Character Recognition in Digital Libraries: The title page as 
a Group and a Visually Rich Document  

OCR technology has played a key role in library and archive digitisation efforts across the globe. 
By converting printed text into machine-readable formats, OCR facilitates the storage, retrieval, 
and analysis of vast document collections. Traditional OCR systems rely on pattern recognition 
and machine learning techniques to interpret character shapes and word patterns in scanned 
images [93]. However, OCR systems are still lacking in training on non-digital native texts, 
particularly in the historical or religious domains. Large amounts of unstructured data with 
dimensional, dispersion, diversity, and noise characteristics expose the limitations of information 
extraction techniques on several levels: nature of the data, their usability, language and domain 
limitations, capacity of the techniques and approaches used [2]. The limitations, as will be seen 
shortly, become even more evident when the characters processed are Arabic characters [4]. What 
has just been said provides an indication of the current state of OCR on the Arabic alphabet. 
Often, the outputs generated by OCR systems are inaccurate due to several variables, which 
represent a real problem if one considers OCR systems as central to the development of 

 

diwānī ǧālī ,etc.), than others (tawqīʿ, siyāqat, sunbulī etc.), see [16]. Other scholars 
divided between older styles and present styles (ṯuluṯ, nasḫ, tawqīʿ, ruqʿa, diwānī, al-fārsī, 
siyāqat, kufī, maġribī, rayḥānī, etc.), see [11] and [115]. On the contrary, other studies do 
not pay much attention on the subdivision itself but on the artistic and mystic value of 
every single style, as in the case of Schimmel and Rivolta [108]. The purpose behind the 
division here (main and other calligraphic styles) is only to report the most known and 
widespread Arabic script styles that are actually present in many title pages, so particularly 
interesting in the context of automatic Arabic text extraction. 
13 For more details on the sunbulī, dīwānī and siyāqa styles, see Faḍā’ilī ([48], 418); for the 
ṭuġrā see al-Alūsī ([16], 59). 
14 An interesting work on the ḥurr style has been written by ʿAfīfī [130]. The author 
gathered insights from modern Arabic calligraphers, artists, designers, and publicists, 
revealing that the ḥurr style follows a cyclical pattern of innovation and rediscovery, while 
being still rooted in the original rasm..  
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applications involving the successive use of other Natural Language Processing (NLP) 
techniques, which use the outputs of the former as their input even for very different tasks 
([35];[114]). In this sense, recent studies have indicated promising areas of research focusing in 
particular on the pre- and post-processing phases. Post-processing techniques for OCR system 
outputs based on semi-automated approaches are already being developed by following error 
models and implementing sophisticated mathematical, linguistic, and probabilistic solutions in 
order to correct outputs ([95], 9). Other significant approaches see context-based solutions 
through the use of spellchecking systems [24], statistical translation machines [3], or rule-based 
solutions [70]. Even in the field of studies on the digitisation and preservation of vast corpora of 
historical texts, the importance of misread outputs analysis is not underestimated; on the 
contrary, it is placed at the centre of the agendas of digitisation projects of multilingual text 
resources [112]. 
If what has been said could be valid and effective for documents with conventional fonts and 
layouts, these systems struggle with documents that deviate from these standards. Moreover, the 
Arabic script poses several specific challenges due to its unique linguistic and typographic 
features. Arabic cursive, RtL script, complicates character segmentation [49]. Some Arabic 
graphemes have diacritical dots (above or below the baseline) that can shift in different 
calligraphic-typographic styles leading to recognition errors. The script primarily represents 
consonants, with vowels indicated by optional diacritical marks (that are often not presented). 
Arabic characters change shape depending on their position within a word. Some graphemes do 
not connect (bind) with others creating words with multiple disconnected components. Lastly, 
in some calligraphic styles the characters may overlap, touch, or appear in slanted orientations. 
All these graphical challenges conduct us to consider the frontispiece  as only a part of a series of 
pages that we refer to as Frontispiece Pages Group (FPG). This definition is motivated by the 
context of frontispiece OCR analysis and characters extraction for the development of a system 
able to support the librarian work. As shown in Figure 1, FPGs could be conceived as a group of 
pages where most of the metadata useful for cataloguing is present: it is a group because we often 
have re-propositions of the same information in different scripts (e.g. title is represented in the 
title page, as well as in other pages, sometimes using other fonts for the sake of simplifying the 
cataloguing process). The title page in many cases is a black-on-white re-proposition of the cover 
page where the binarisation of the text does not solve other graphical issues (calligraphic 
peculiarities, decorations, vocalisation, etc.). Subsequent pages of the FPG usually reports useful 
data (even in a fragmented manner across several pages) in more normalised scripts enabling an 
easier text extraction and cataloguing. In some cases, the information is placed inside special 
boxes on one of the pages following the title page. From a Document Analysis perspective, the 
title page could be considered the same as a Visually rich Document (VrD), especially 
considering that scanned PDFs from physical realm could bear also noise elements such as 
libraries stamps or marks and several other issues related to the state of the paper as support. VrD 
is a term used in document analysis mainly for business or daily life documents (e.g., purchase 
receipts, insurance policy documents, custom declaration forms, and so on). Several studies on 
VrDs have emerged recently proposing graph convolution based model [76], a dataset [123] più 
sotto, and recent document and layout analysis studies [94].  
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Peculiar challenges posed by Arabic script FPGs 

Frontispieces present unique challenges for OCR extraction that are not typically encountered 
with internal pages, as they often exhibit a high degree of variability and complexity. Several 
factors contribute to the increased difficulty:  

Variety in Layouts and Designs. Frontispieces may include ornate designs, decorative elements, 
and unconventional layouts that intertwine text and images. This visual richness can confuse 
OCR systems, which are primarily trained on text-centric pages. 

Diverse Backgrounds and Noise. The presence of backgrounds with various colours, textures, or 
deteriorated conditions adds noise to the images. Such backgrounds can interfere with text 
recognition by obscuring characters or creating false positives. 

Non-Standard Fonts and Scripts. Frontispieces often feature artistic or custom typefaces, 
including calligraphic styles like Naskh, Nasta‘līq, or Kūfī. These fonts have unique graphical 
peculiarities that are not always well-represented in standard OCR training datasets. 

Multiscript Content. They may contain text in multiple scripts, such as Arabic and Latin, 
sometimes within the same page. Moreover, the use of numerals (e.g., for dates) and alphabetic 
script is by itself a challenge since Arabic-Indic numerals have a Left-to-Right (LtR) orientation 
while Arabic script follows a Right-to-Left orientation. Consider for example the string  ةنس 
١٤٢٠  that could represent a publication date, or an author death date on a title page. In this 
case the RtL orientation of the Arabic word sana (“year”) is opposite to that of the numerals 
“1420” causing an OCR system not adequately trained in segmentation, feature extraction, and 
classification to provide an incorrect Unicode mapping and representation of the text. In the case 
of an author death date, an incorrect recognition may lead to complication in retrieve such data 
which is an important disambiguation element in statement of authority record. This is just an 
example; however, it must be noted that the Unicode standard itself has ambiguous calligraphic 
styles. For example, the character ى has two codes – U0649 for Arabic and U06CC for Persian 
– despite being visually identical. Similarly, ه (<h>) is encoded as U0647 and U06D5, with 
variations in usage across languages like Azeri Turkish. These homographic conflicts impact 
precise cataloguing, as seen in the identical forms of alif maqṣūra in Arabic and eżāfe in Persian, 
which have different linguistic meanings ([67], 5).  

Presence of Diacritical Signs and Marks. The inclusion or omission of vowels and diacritical 
marks can vary, affecting character recognition. Decorations or artistic elements might be 
mistaken for diacritics, leading to misinterpretation of the text. These challenges are 
compounded by external variables such as overall image quality, character resolution, different 
levels of support degradation and the presence of coloured fonts or backgrounds. Previous works 
([27];[26];[83];[82]) highlighted that these issues require not only advanced OCR algorithms 
but also carefully curated datasets. 

As we will explain further in the following sections, the proposed pipeline combines the Vision 
Language Model (Qwen-2VL-72B) with targeted prompt engineering. The pipeline is able to 
recognize the Frontispiece Pages Group (FPG) as a structured unit, rather than treating the title 
page in isolation. This strategy mitigates the impact of decorative layouts and heterogeneous 
typography by exploiting recurring visual cues and paratextual patterns across initial pages. Once 
identified, these pages undergo OCR via Google Vision AI, which supports right-to-left 
recognition and returns bounding geometries, thereby enabling both accurate text extraction and 
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the structuring of metadata. In this way, the workflow not only reduces the high error rates 
typically introduced by Arabic homography, Unicode inconsistencies, and complex visual 
ornamentation, but also generates a “silver-standard” dataset of enriched cataloguing metadata 
that can be iteratively refined into a gold-standard resource for training open-source engines like 
Kraken. This layered approach effectively transforms the Arabic-script title page—from one of 
the most error-prone loci in digital cataloguing—into a reliable entry point for bibliographic 
metadata enrichment. 

Related Works 

Arabic script processing 

Research on the automatic recognition of handwritten Arabic and Persian characters has evolved 
from early statistical and Hidden Markov Model (HMM) approaches to today’s deep learning 
systems. In the 2000s, studies focused on artificial neural networks, HMMs, segmentation, and 
preprocessing ([77];[13];[50]). Hybrid methods combined contour analysis, probabilistic 
models, and HMMs with normalization and skeletonization ([68];[9]). Continuous HMMs [42] 
and planar HMMs [121] improved complex ligatures, while IFN/ENIT (a standard Arabic 
handwriting benchmark) became central. By the 2010s, deep architectures outperformed 
traditional methods: Multidimensional Recurrent Neural Networks (MDRNNs) with 
Connectionist Temporal Classification (CTC) [56], Bidirectional Long Short-Term Memory 
(BLSTM) networks [59], Convolutional Neural Networks (CNNs) ([44];[79]), and later VGG, 
ResNet, and transformer-based models [87]. Recent advances include Generative Adversarial 
Network (GAN) augmentation [91], Multi-Dimensional Long Short-Term Memory 
(MDLSTM) with Maxout [80], and hybrid CNN-Recurrent Neural Network (RNN) 
approaches for manuscript layout analysis [7]. Recognition rates now exceed 99% on datasets 
such as AHCD (Arabic Handwritten Characters Dataset), HACDB (Handwritten Arabic 
Characters Database), and KHATT, though challenges remain for noisy historical manuscripts.  
Persian OCR followed a parallel path, though with fewer studies. Early work used Zernike 
moments and HMMs ([38];[39]), fuzzy logic [21], and wavelet/fractal features ([88];[89]). 
Recent efforts combine CNNs with Error Correcting Output Codes (ECOC), Support Vector 
Machines (SVMs), and RNNs ([66];[19]), reaching ~96% with Hoda, IBN SINA, and the Bina 
system ([71]). Printed OCR progressed from contour/morphology ([30];[119]) to segmentation-
free HMMs [69], Scale-Invariant Feature Transform (SIFT) features [127], and deep CNN-
RNN hybrids ([51];[85]). Recent work explores You Only Look Once (YOLO) detection and 
transformers ([8];[87]). Today, Arabic and Persian OCR sits at the AI–humanities crossroads, 
enabling large-scale digitisation while open problems persist for multilingual, historical, and 
manuscript settings. 

Vision-Language Models in an OCR pipeline 

In very recent times, the focus on the multimodality of Large Language Models brought to a 
consistent and continuous release of several Vision-Language Models such as OpenAI’s CLIP 



Umanistica Digitale – ISSN: 2532-8816 – n. 22, 2026: Special Issue 
   
 

 88 

[99] and GPT-4V [96], Salesforce’s BLIP [73], DeepMind’s Flamingo [6], and Google’s Gemini 
[54]. 
Vision-language correlation examines how training goals and architectural strategies enable 
effective multimodal integration. The design of vision-language architectures shapes how well 
models can merge visual and textual information. Earlier models were typically trained from the 
ground up, while newer approaches are built on pre-trained language models to strengthen visual 
understanding through enhanced vision-language alignment ([74], 1-2). Those constantly 
growing models in terms of users interaction and multimodality found applications across a 
range of fields, including image captioning, visual question answering, and object recognition, 
where both visual and textual data are combined [34]. Leveraging large-scale neural networks 
and extensive datasets, VLMs are designed to interpret complex images that may include text, 
graphics, and other visual elements [75]. Although VLMs are still emerging in document 
analysis, their potential for handling mixed-media layouts and intricate document structures is 
promising. When considering VLMs model in comparison to traditional OCR systems, focused 
solely on recognising text, the former take a holistic approach by analysing both visual and textual 
components of an image. For instance, the Qwen-2vl-72B [22] model is designed to analyse 
multimodal data and can perform tasks such as image captioning and visual context 
interpretation, which could theoretically aid in recognising text within complex visual contexts.  
VLMs such as GPT-4V and Gemini, for example, have also been investigated for different text-
related tasks including recognition, Scene Text-Centric Visual Question Answering (VQA) 
(Tang et al. 2024), Document-Oriented VQA [40], Key Information Extraction [125], and 
Handwritten Mathematical Expression Recognition [28]. As recently pointed out by Z. Li et al. 
([74], 5), the number of VLM benchmarks has grown rapidly with the quick development of 
those models. At the present moment nearly 54 vision-language benchmarks for evaluation, 
including text-image, are present. At the time of writing, Qwen is one of the best overall 
performing open-source VLM according to benchmark evaluations [124]. 
 

Arabic Printed Characters Datasets  

In the last two decades Arabic script OCR studies have made significant steps forward. One of 
the first databases for printed Arabic characters was created in 1995 by the Environmental 
Research Institute of Michigan and therefore called ERIM. Comprising a set of Arabic books 
and journals, it contains about 750 pages with approximately one million characters and more 
than 200 bindings. The pages were scanned at a resolution of 300 dpi and the database was 
divided into three separate sets: training, statistics, and tests. One disadvantage of ERIM is that 
it does not include different aspects of written communication than magazines and books; letters, 
newspapers and so on are not covered. The second disadvantage is that it is not available online 
for free. Subsequently, Davidson e Hopely [37] started DARPA (Defense Advanced Research 
Project Agency) on request of the US Department of Defence. The database contains 345 images 
with a total of approximately 670,000 characters. The images, scanned at a resolution of 600 
dpi, contain columns in which the text varies in quality. The corpus was obtained from books, 
journal articles, magazines, and computer documents in four different fonts. However, like 
ERIM, the database does not cover all aspects of writing and is not available free of charge due 
to its nature. 
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An example of database useful for both handwritten and printed (offline or online) Arabic text 
is ARABSE [17]. The database is a composite who collects images of documents, PAWs, isolated 
characters, digits, free text, and so on. ARABASE is a relational database that contains also an 
Arabic writing recognition system, an interface to experiment different image processing tasks. 
In 2009, the work of Slimane et al. led to the publication of the most famous and widely used 
database in Arabic printed character recognition research: APTI (Arabic Printed Text Image). 
Composed of 45,313,600 images covering 250 million characters, it is one of the most extensive 
databases. Its numbers are the result of the variation of: ten fonts, ten sizes, and four styles 
respectively of 113,284 words in .xml files. The APTI database is synthetic and designed for the 
evaluation of OCR systems by means of an automatic programme that generates images at 72 
dpi, which can be disadvantageous, however, when scanned print documents are to be evaluated. 
A year later, Al-Hashim e Mahmoud [10] have developed a new database for research on printed 
Arabic character recognition. PATDB (Printed Arabic Text Data Base) is a corpus consisting of 
several scanned images of Arabic texts of various kinds at different resolutions (200, 300, and 
600 dpi). 6,954 pages were collected in order to make them available for research and to make 
the database the reference for algorithm evaluations and comparison of results obtained by testing 
on the same database. PATDB is the first valid example of a database that is completely free and 
available in its entirety on the net. Al-Muhtaseb [14], drawing form the APTI database, 
published the Printed Arabic Text Set A01 and A02 (PATS-A01, PATS-A02) consisting of 2,766 
text line images. The text of 2,751 line images of this set were selected from two standard classic 
Arabic books; that of the remaining 15 lines images is taken from minimal Arabic script. The 
line images are available in eight fonts: Arial, Tahoma, Akhbar, Thuluth, Naskh, Simplified 
Arabic, Andalus, and Traditional Arabic. The individual text lines of the PATS-A01 database 
were segmented manually to separate them into words to generate 24 training classes (13 classes 
for PATS-A01 and 11 class for APTI) for different Arabic words in different sizes, orientations, 
noise degrees, and fonts.  
A further attempt is the work of Jaiem et al. [65] which developed a multi-font database for the 
evaluation of recognition systems using open vocabulary. APTID/MF (Arabic Printed Text 
Image Database/Multi-Font) is designed for segmentation research and automatic font 
identification and consists of 387 pages of documents scanned in greyscale at 300 dpi resolution. 
From each document, 1,845 text-blocks were extracted with their original files; in addition to 
the text-blocks, a large dataset of 27,402 samples is provided. This database, like the previous 
two, is available to researchers free of charge. Also of similar design was the ALTID database, 
useful for both printed and manuscript characters for both the Arabic and Latin alphabets. The 
printed text fragments (1,845 in Arabic and 2,328 in Latin alphabet) were obtained by manual 
segmentation from 731 greyscale images with a resolution of 300 dpi [36]. As far as the 
recognition of Arabic fonts is concerned, mention is made here of the KAFD database [78]. The 
database consists of 40 fonts in 10 sizes (8 to 24 pt.) and in 4 different styles (normal, bold, italic, 
and bold cursive). It is divided into three sets: training, validation, and testing respectively, and 
is open source for researchers. An example of bilingual database is LAMIS-MHD. A database 
designed for signature verification, writer recognition and writer demographics classification and 
also isolated digit recognition and similar related tasks. The database comprises 600 Arabic and 
600 French text samples, 1,300 signatures and 21,000 digits. 100 Algerian individuals coming 
from different age groups and educational backgrounds contributed to the development of 
database by providing a total of 1,300 forms [41]. A public database for Arabic text images 
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included in TV broadcasts is ALIF [126]. Its dataset consists of a collection of manually 
annotated text images and represents the first dataset dedicated to the development and 
evaluation of OCR systems in a video context. It is important to emphasise that text images have 
a great variability of fonts, size, colours, and quality. In the same context can be found the AcTiv 
database, designed for the identification of Arabic text within videos. For this purpose, 80 videos 
(850,000 frames) from four Arabic news channels were collected in an attempt to cover the 
maximum diversity of position, size, content, and background of the text-boxes. Each text-box 
is annotated in detail and presented with a region-based approach and a set of evaluation 
protocols for measuring performance [128]. Saddami, Munadi, and Arnia [103] published a 
1,524 printed Jawi characters database from four types of fonts. The database also includes 168 
printed word and sentence images. SmartATID [33] is dedicated to images of Arabic texts 
captured with mobile devices such as smartphones. The processed images can be useful for 
numerous tasks: font recognition, author recognition, word or line segmentation. Bataineh [25], 
in his study, presented a new database concept by collecting sub-words (Part of Arabic Words, 
PAW) instead of words or individual characters. The 83,056 PAW images are collected from 
approximately 550,000 different words. Each sample is presented in five different fonts: 
Thuluth, Nasḫ, Andalusi, Typing Machine, and Kufi for a combined total of 415,280 images 
associated with a statistical analysis of the frequency of each PAW in the Arabic language. In 
2018, an extension to the AcTiv database was published: AcTiv 2.0 [129]. The new dataset, 
dedicated to the creation and evaluation of Arabic text recognition systems in video, contains:189 
videos, 4,063 keyframes and 10,415 text images. As with its predecessor, each element is 
distributed with relevant annotations and open-source evaluation tools. Finally, two datasets 
were designed and developed for the recognition of Arabic printed text with examples and text 
images collected from the Qur’ān: QTID (Quran Text Image Dataset) consisting of 309,720 
images with a total of 2,494,428 characters from the Qur’ ān ic text [20]; and the second [15] 
containing 604 images at page level and 8,927 images at text line level from the Medina Qur’ān 
(muṣḥaf al-madīna). At the best of our knowledge no specific dataset has been developed for the 
analysis of Arabic printed title pages OCR handling in the context of librarian use and digital 
libraries. 

Methodology 

The primary focus of this study is to improve the OCR capabilities for digital libraries by 
developing a comprehensive, community-accessible title pages dataset. Our methodology 
involves assembling an initial set of historical documents from the FSCIRE La Pira library digital 
archive, classifying their pages as “frontispiece” or “non-frontispiece”, and creating an initial 
OCR draft of the former using Google Vision AI, which will be evaluated with common metrics 
such as Character Error Recognition (CER) and Word Error Recognition (WER), analysed and 
corrected by linguistic experts. The use of a system such as Vision AI  allows us to balance the 
need to produce a sufficient number of examples without human intervention (approximately 
70,000 examples excluding a part of the first batch used for the creation of the golden-standard) 
with the highest possible quality in order to then train an open-source OCR model within the 
context of a tool such as DM. The development of a dataset of title pages, once completed and 
published in the final version, will allow other libraries and other organisations to train other 
models on Arabic layouts and characters with a particular focus on printed title pages. This choice 
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was also motivated previous tests of open-source solutions such as Easy OCR, Tesseract, and 
Google Docs [26] where Vision AI emerged for better performances on the languages in our 
collection. This is further confirmed from other studies that evaluated Google Vision AI against 
other OCR engines such as the same Tesseract and Textract [61]. 
Despite that, the large number of images to be processed and the accuracy and flexibility needed 
for our specific goal led us to the selection of Google Vision AI. A visual representation of the 
proposed pipeline is shown here in Figure 2. 

 

Figure 2 - the proposed pipeline to build the Digital Maktaba LP dataset. In grey some further step of 
training and fine tuning a Kraken OCR 

Document selection, preparation and management. As anticipated, the proposed pipeline focuses 
on the large digital collection made available by the La Pira Library and which is composed by a 
heterogeneous donation of digital documents on Islamic studies, aggregated from different 
donors representing different institution from Iran to Jordan.15 From a numerical standpoint the 
collection is composed of nearly 200,000 files, at least 70% of which are PDFs, for a total size of 
nearly 1.2 terabytes. We collected approximately 140,000 donated PDF documents, with high 
diversity in content, formats and cultural significance. This collection ensures that the dataset 
spans a range of subjects, periods, languages, layouts, fonts, and visual elements, aligning with 
our goals of cataloguing and preserving large non-Latin cultural heritages. To manage resources 
effectively and maintain consistency, we extracted the first ten pages of each document at high 
resolution labelling them as head (e.g., document name_head.pdf), as these initial pages typically 

 
15 The first institution in question is the Specialised Library on Islam and Iran of Qom pertaining to 
the University of Religions and Denominations. This notable collection covers several topics of 
religions and denominations in several languages in Iran ranging from Islam, Christianity, Judaism, 
Hinduism, Buddhism and primitive religions. The second is the Prince Ghazi Trust for Qur’ānic 
Thought and its Qur’ānic thought site which is a sunnī šāfʿī religious trust (waqf) and a very 
distinguished project aiming to collect and provide access to all the important texts on Islamic 
sciences, from ancient times until nowadays in a neutral, non-political, and non-fanatic way, 
promoting the consciousness and the knowledge of all aspects of the Islamic studies tradition.  
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contain frontispieces and other introductory materials. Each page is scaled proportionally to 512 
x 512 pixels to reduce the number of converted tokens for the VLM used in the next step. The 
selection of the fist ten pages is crucial in reducing hardware and storage needs by limiting the 
processing on the most likely FPG pages 
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.  
At the same time the VLM classification of pages helps to focus the OCR effort on the most 
informative pages from a cataloguing perspective. Reducing the time and resource-consuming 
effort will consent also bring forth the "AI in the loop, human(ist) in charge" paradigm behind 
the pipeline, which will include human expertise to linguistically review the OCR extraction to 
define a high-quality Ground truth dataset. The curated dataset will be tested and employed 
internally by training a Kraken OCR model for Arabic title pages for the purposes of the DM 
projects; once tested, the final aim is to publish the work as an open access, open source dataset 
for the training and fine-tuning of models specifically designed for libraries, as well as for other 
research fields.   
 
Processing documents and preliminary results. To process these pages we selected the open source 
model Qwen-2vl-72B. Using a specialised prompt, we guided the model in classifying pages as 
either frontispieces or not frontispiece. The specialised prompt subsequently focused on the 
classification of different features present in the book, starting from the title page, intended as 
the preferred source of information, building upon the International Standard for Bibliographic 
Description (ISBD) at its last update ([46], 17-18). From the ISBD the title page could be 
replaced by a substitute such as the cover or the spine or other pages bearing the same 
information. The redundancy of information is one of the key elements of our FPG paradigm, 
as described previously.16 It is worthy to remind that the FPG proposal described here is tailored 
on the challenges of Arabic script in library science and the digital environment, as well as being 
organic to the development of the Arabic OCR discourse and the application of this technology 
in support to librarians’ work. Going back to the prompt, the frontispiece section (consisting in 
the group of pages defined as FPG) was also extended to pages containing relevant information 
for the cataloguing process and were most likely to be found in a book, namely, the ISBN code 
and the index. Since the latter two are less relevant to the present study we will focus here only 
on title pages classification. Hereafter an extract from our prompt:  

prompts = { 

    "frontispiece_classification": ( 
        "The preferred source of information is the title page (Frontispiece), or, for 
resources lacking a title page, the title-page substitute. If information traditionally given 
on the title page is given on facing pages, with or without repetition, the two pages are 
treated as the preferred source of information. The title page (Frontispiece) is a page 
normally placed at the beginning of a printed resource (usually black and white), 
presenting the most complete information about the resource and the works it contains 
[...] frontispiece is typically the decorative or illustrated page at the beginning of the 
book, often containing the title, author's name, and possibly publisher information or 
decorative elements. Other pages close to the frontispiece have usually useful information 

 
16 It is interesting to note that the same section regarding printed resources does not mention the 
title page for non-Latin (non-roman) scripts (ISBD, A.4.2.1.2) but employs the term “colophon,” as 
those sources in non-Latin script were only related to manuscripts or at least early-print material. 
However, standards were not specifically designed to address the peculiar challenges of the Arabic 
script and the calligraphic features present on the title pages. 
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and must be checked carefully [...] In some cases close to the title page you will find a 
page containing a CIP record (could be in a highlighted textbox or in a two column 
form). In this CIP there are the book’s title (' باتكلا ناونع '), subtitle, and author(s) 
(' فلؤملا ' or ' فیلأت '); ISBN code; Subject classifications (such as Dewey Decimal or 
Library of Congress Classification numbers etc.); Descriptive information like 
pagination, dimensions, and illustrations; Publication details (e.g., publisher and 
date).  
If any of those elements are present in any page close to the title page then consider it as 
'Frontispiece' otherwise you should classify those pages as 'Not Frontispiece'. Only if the 
page is empty consider it as 'Not Frontispiece'  
Focus on:\n" 
        "- Presence of distinctive Arabic typography or calligraphy for the title\n" 
        "- Decorative borders, Islamic geometric patterns, or ornamental designs\n" 
        "- Publisher logos or imprints\n" 
        "- Author information placement\n" 
 "- Barcodes \n" 
 "- Body of text, which presents more lines of text and more characters, must not 
be considered as 'Frontispiece'\n\n" 
        "Respond with either 'Frontispiece' or 'Not Frontispiece' [...]") 
} 
 
 

For the preliminary evaluation, the VLM was tested on a sample of 100 documents selected from 
both Arabic and Persian materials. While the sampling process was random, it was guided by an 
expert in order to maximize variation and avoid redundancy across the set. Specifically, 
documents were drawn from different sub-collections to ensure exposure to diverse calligraphic 
styles, title page layouts, and typographic conventions. This approach sought to balance the 
efficiency of random sampling with a deliberate effort to capture heterogeneity within the corpus. 
We acknowledge, however, that a sample of 100 items cannot be considered fully representative 
of the 140,000-document collection, particularly given the high variability of title page design. 
Accordingly, this evaluation is presented as a snippet of an ongoing work to expand the sample 
size using stratified sampling methods in order to better capture the full range of layout variation. 
Every page image has been processed separately one at a time, with the specific caveat of 
classifying multiple pages as “Frontispiece” in order to maintain the information redundancy, 
on the one hand, and extract as much cataloguing information as possible, on the other. The 
outputs on this first subset have been evaluated manually by a human expert and Qwen reached 
the promising performance with a Precision of 92%, a Recall of 93.5 % and a F1-score of 93%, 
according to the prompt given as a zero-shot for every instance. If we consider also the presence 
of some false positives (e.g., pages that have similar layouts and could resemble a title page but 
are not related to it) the performance dropped to 90%. However, the pages misclassified as title 
pages are in most cases bearing useful information on the author, the edition, or other data. The 
following figures (3 and 4) shed some light on those pages considered as correct outputs of a title 
page and false positives. 
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Figure 3 – Frontispieces (1-2) vs  False Positives (3-4)  

 

Figure 4 – An example of title page and neighbouring pages composing the FPG classified correctly 

As reported in the two panes, images 1 and 2 have been recognised as “Frontispiece” correctly 
while the pages on the right in both panes (3-4) have been classified as “Frontispiece” probably 
on a layout basis. Image 3 in the left pane is reasonably misclassified since the layout is similar 
to that of a book title rather than a section title, which is what it is (i.e., the text is composed by 
the word al-muqaddima in Arabic meaning “the introduction”). However, outputs such as image 
4, where the title recites the basmala (bi-ism Allah al-raḥman al-raḥīm, “In the name of God the 
Merciful, the Compassionate”)17 and a content layout is displayed, also are misclassified 
notwithstanding the specific command in the prompt: “Body of text, which presents more lines 
of text and more characters, must not be considered as 'Frontispiece'” . Those cases, though 
limited, seems to be less likely to occur on layout basis and more on some prompt 
misinterpretation from the model. 

 
17 This is one of the most important phrases in Islam and it is the opening phrase of all the chapters 
of the Qur’ān as well as introducing religious practices, writings, and daily activities. 
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Figure 4 and 5 show how the VLM selected the correct pages (in this case head_page_1, 
head_page_2, head page_4 from left to right) among 10 different pages in input. White and 
other less relevant pages are correctly not labelled as “Frontispiece”. This case illustrates the 
concept of FPG as defined in this study. The image on the right presents the same data as the 
title page but in a simplified form—without decorative elements or diacritics. These simplified 
characters are repeated across adjacent pages, forming an information group that contains the 
complete cataloguing details (as indicated by the arrows in Figure 4). The normalised version of 
the title page characters is usually a simple nasḫ character easy to read and without any decoration 
or dicartical marks (vowels) to consent an easy way to retrieve cataloguing metadata. From an 
OCR perspective, this redundancy is valuable: it allows for identifying the most normalised 
representation of the title page text and using it as a sort of an “internal ground truth” to extract 
and link other graphic representations of the same string, word, or even individual character. 

 

Figure 5 – Title on the title page and its “normalised” representation  on another FPG page.  

At the time of writing we are expanding the tests on a wider subset before extending it to around 
20,900 pages of several FPGs. Once classified, those pages will be automatically processed 
through Google Vision AI to perform the actual extraction. Figure 6 provides a visual 
representation of this process. Given that the analysed pages are particularly challenging, the 
results of this step will be then corrected by human experts, resulting in a high-quality OCR data 
set at the end of the pipeline. 
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Figure 6 – Detail of a Google Vision AI output block segmentation and eScriptorium VRE / Kraken’s 
line segmentation 

A last important consideration must be made on the segmentation obtained by the Google 
Vision AI OCR which is a closed-source system and differs from the line segmentation of 
eScriptorium VRE / Kraken models (on the right in Figure 6). The goal of the block 
segmentation is to extract text regions with respect to the reading order; however, to train a 
model such as Kraken we need to segment regions (or blocks) into individual text lines. What is 
delineated is a two-step approach that, as demonstrated for example in the work of Martínek, 
Lenc, and Král [81], allows to determine logical text units and simplifies determining the reading 
order. Moreover, Google Vision AI block coordinates are a solid metadata basis to help in the 
block into line segmentation process that is made easier. In order to achieve this goal, once 
segmented the FPG with coordinates from Google Vision AI output could be aligned by 
employing the eScriptorium alignment functionalities or other text alignment tools such as 
Passim18 already used thoroughly and with success in the KITAB project as well as extended in 
capabilities by another important project entitled Automatic Collation for Diversifying Corpora 
(ACDC) which also contributed the development of the Kraken OCR model for Arabic-script 
manuscripts recognition [111]. Once the alignment is completed a Kraken OCR model will be 
trained to segment and extract the text, that could be further post-processed.  

Conclusion and Future Directions 

In this study, we have presented and proposed our approach to help improve OCR capabilities 
for Arabic frontispieces in digital libraries. Recognising the unique challenges of Arabic script 
and the scarcity of specialised datasets tailored for the need of libraries, we aim to develop a 
comprehensive, high-quality dataset by processing approximately 140,000 historical documents. 
By employing advanced VLMs like Qwen-2vl-72B for page classification and OCR tools such 
as Google Vision AI for initial text extraction, we intend to create a reliable resource for training 
and benchmarking OCR algorithms. Our future work will focus on finalising this dataset, 
refining the OCR pipeline, and collaborating with linguistic experts to ensure accuracy. The 
following step will be to extend the evaluation of the text recognition performance of Google 
Vision AI and refine the results to achieve the best accuracy possible. A further step will test the 
implementation of different alignment solutions to connect the output generated with the 
segmentation structure requested by other open-source OCR, such as Kraken, to be trained 
properly.  
In the multiliterate, multicultural, and multi-confessional European context, it could eventually 
contribute in reducing the social costs of religious illiteracy [92] by improving access to relevant 

 
18 Passim is the text reuse algorithm used by KITAB. The algorithm, through a naïve approach, 
identifies potential reuse by searching for shared text passages comparing text segments based on 
length and proximity thresholds (i.e., text exceeding a minimum word count and with a limited 
number of words between them). See https://kitab-project.org/methods/text-reuse and also 
https://github.com/dasmiq/passim.  

https://kitab-project.org/methods/text-reuse
https://github.com/dasmiq/passim
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sources to a wide array of users. The project could also contribute in (re-)discovering and 
expanding humanistic research areas, while attracting significant interest from the computer 
science world, which quickly achieves many of its challenges, often posed in an industrial 
framework, barely considering cultural, linguistic, historical, and religious nuances, as 
anticipated by Thaller already during the 1980s [118]. It should also be remembered that 
Humanities are able to pose cutting-edge questions to computer science (such as manuscript text 
recognition) that must then recalibrate and reconsider its approaches to address the complexity 
and richness of those datasets. This would stimulate both computer scientists and humanists to 
contribute in the development of an even more fertile research field for the ideation of innovative 
tool with multi-faceted values. 
We believe this effort will significantly contribute to the training of OCR models for non-Latin 
script languages, such as Arabic, and to the preservation and accessibility of such texts in digital 
libraries, supporting advanced cataloguing and research initiatives. Moving forward, we plan to 
publicly release our curated frontispieces dataset, providing a valuable resource for the research 
community. With this dataset, we plan to train the open source Kraken OCR engine to develop 
a model specifically tailored for librarians and cataloguers usage, also aiming to improve OCR 
accuracy for these complex pages and to facilitate better metadata extraction and cataloguing. 
Additionally, by offering the dataset as a benchmark, we hope to support the evaluation and 
advancement of OCR systems focused on frontispiece recognition.  
Lastly, in a more abstract sense we would like to suggest that the integration of this kind of 
multimodal AI models with library science and the librarians work could be considered as one 
attempt, in the new environment delineated by [101], to conciliate the architectural knowledge 
typical of the library with the oracular knowledge produced by new AI models.  
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